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• It is our job to prove:

• ND/MC calorimetric energy scale is correct to x%

• FD/MC calorimetric energy scale is correct y%

• Absolute calorimetric energy scale is correct to z%

• The resolution of the shower energy is
similar in data and MC at each detector
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• We are proving this only for total pulse height.

• Andy’s, Niki’s, etc shower energy estimators are NOT 
covered.... we make no promises.

• This is because they depend on ‘number of hits’, which 
requires a calibration of channel thresholds and gains, which 
is NOT done by anyone at the current time.

• We assume that relative calibration is done 
ND→MC and FD→MC, not ND→FD

• Subtleties in sparsification, xtalk can only be taken out by the 
Monte Carlo.

• This analysis is not our best...it’s what was 
possible for this time scale. (See Lisa’s talk.)
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Note that these uncertainties are all subject to improvement in future iter-
ations of the calibration.

Energy Scale
Calibration Detector Data MC Sys. Err.

Drift Far Not calibrated Perfect 2%
Near Not calibrated Perfect 2%

Linearity Far Not calibrated Not calibrated 0.75%
Near Not calibrated Not calibrated 0.75%

Strip-to-Strip Far 3 month data set Perfect (in Stop Mu)
Near 3 day data set Perfect (in Stop Mu)

Attenuation Far Mapper fits Perfect (in Stop Mu)
Near Mapper fits (fixed) Perfect (in Stop Mu)

Stop-µ Far Jul/Aug 2005 Perfect (tuned) 0.9%
Near Jul/Aug 2005 Perfect (tuned) 1.5%

Table 2: Relative Energy Scale Systematic Errors.

5.3 Absolute Calibration

The absolute energy scale is arrived at by calibrating CalDet with stopping
muons, and then measuring the response of hadronic showers. With the MC
perfectly tuned, the reconstructed shower energies in MC and data should agree.
They do not, and several arbitrary tunings do not remove all disagreements
between MC and Data. The uncertainties incurred by these effects are given in
Table 3.

Source Energy Scale Uncertainty
Tuning hadron (pion) MC to CalDet data 2.5 to 5% (energy dependent)
CalDet beam energy uncertainty 2%
CalDet stopping-muon calibration uncertainty 1.4%
Tuning stopping-muon MC to CalDet, ND, and FD data 1.2%

Table 3: Absolute Energy Scale Systematic Errors.

This gives a (slightly pessimistic) total absolute energy uncertainty of 5.7%.

6 CalDet Experience

During 2003, the MINOS Calibration Detector (CalDet) was equipped with the
readout systems of both the ND and FD. The goal was to simultaneously expose
both readout systems to the events so that their responses could be compared
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• Studies of FD PMTs show the gain is slowly increasing, at ~2%/year

• Studies of FD muons imply the scintillator is slowly degrading, at ~2%/year

• The net drift of ADC/year we estimate to be less than 2% over the Box 
exposure.

• Preliminary estimates show the ND to be even more stable; to be conservative 
we choose

• 2% uncertainty ND

• 2% uncertainty FD
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•The MC has a nonlinearity 
simulation.

•Neither the MC nor data has 
a linearity correction.

•Getting the nonlinearity 
wrong in the simulation 
would cause us to get the 
energy scale wrong.  

• If the nonlinearity was 
wrong by a factor of 2, this 
would cause a scale shift of 
1.5% at 3 GeV.

We estimate that the simulation is correct to 50%, 
so the energy scale uncertainty is 0.75%(ND and FD)
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• Strip-to-strip constants:

• 3-Month FD set from summer 2005

• 3-day ND set from July 2005

• Attenuation constants:

• Mapper fits

• Includes Jiajie’s refits for ND.

➡ Systematic impact is evaluated using stopping 
muons
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MC/Data agreement
with Stopping Muons
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• Jeff has done the analysis on both Beam and Cosmic muons on the 
ND

• We are using the Cosmic number for consistency with the FD.

• Answer comes out the same to 0.5%, which is within systematic 
errors.

• The beam answer changed by 2% going from R1.18 to R1.18.2. 
Was this expected?

• There is some confusion about dE/dx model. The facts:
Cosmic MC agrees with cosmic data.
Beam MC agrees with beam data.
Beam and cosmic data agree with each other.
Cosmic MC had Mike’s 2% dE/dx correction. (Steel and scint.)
Beam MC did not.
This does not make sense.
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Error description Percentage Error
Angular Dependence ±0.5
Spatial variations in detector response ±1.0
Shape differences between data/MC ±1.0

Table 6: Systematic errors on the Near detector MEU value.

calibration since it was felt that the systematics w.r.t. the FD would be lowest
if cosmic muons were used in both cases.

With R1.18.2 reconstruction the MEU value obtained for spill data, spill
MC, cosmic data and cosmic MC are all the same to within 0.5%. However,
there are two caveats to this result, which are explained in detail in [5]. To
summarise, firstly, Mike Kordosky’s dE/dx modifications were not used in the
“beet” or “carrot” versions of the spill MC, whereas they were used in Pat
Ward’s cosmic MC generation. Thus the spill MC should give a response that
is 2% higher than the cosmic MC, but it does not. This suggests that either we
don’t understand what was generated or there is something exactly cancelling
out the 2% extra energy deposition in MC spill muons making them agree with
spill data. The second caveat is that the MEU value for spill muons decreased
by 3% in both data and MC between reconstruction versions R1.18.2 and R1.18
bringing it in to line with the cosmics data and MC. However, the exact reason
for this change is not yet understood.

The caveats described above only apply to the cross check done with the
spill muons (although they may have wider implications). The MEU value for
cosmics, which is what is used for the calibration, did not change with the new
reconstruction version. Also, the dE/dx modifications were used for both ND
and FD cosmic MC generation.

10.2.3 Summary of Near Detector Errors

The statistical error on the measurement of the calorimetric energy response at
the Near detector is a negligible 0.1%. A summary of the systematic errors on
the Near detector MEU value is given in Table 6. Adding the systematic errors
in quadrature gives a total systematic error of 1.5% on the measurement of the
Near detector’s relative calorimetric response (excluding temporal drifts).

10.3 Far Detector

The average detector response per plane to muon hits in the track window is
shown in Figure 9. The data used to generate the plots was taken in July and
August 2005. Table 7 gives the values associated with the plots in Figure 9.
It can be seen that the agreement for the detector response between data and
MC is at the 1% percent level. The temporal drifts in the FD response mean
that the MC does not always give an exact response (a discussion of this issue
is given in section 7).

20

Error description Percentage error
Spatial variations in detector response ±0.6
Angular dependence ±0.5
Shape differences between data/MC ±0.2

Table 9: Systematic errors on the Far detector MEU value.

10.3.2 Summary of Far Detector Errors and Conclusions

The statistical error on the measurement of the relative calorimetric energy
response of the Far detector is a negligible 0.1%. A summary of the systematic
errors on the Far detector MEU value is given in Table 9. Adding the systematic
errors in quadrature gives a total systematic error of 0.9% on the measurement
of the Far detector’s relative calorimetric response (excluding temporal drifts).

Consider the potential sources of correlation in the systematic errors. The
error due the spatial variations and the angular dependence arise due to dif-
ferent (and independent) mechanisms. The angular dependence arises from the
changing muon momentum at its measured end-point and the changing shape
of the energy deposition distribution, whereas the spatial variation in response
correlates with the distance the light travels to the PMTs. No realistic mecha-
nisms are known that could cause the muons to be distributed such that their
angular dependence could mimic the dependence on distance to the PMTs.

It should be noted that the estimate of the systematic errors arising from
the spatial variations in detector response is evaluated in the context of a neu-
trino measurement. It is assumed that the neutrino events will be distributed
uniformly across the fiducial volume of the detector such that the variations in
response average out.

In conclusion, a precise measurement of the relative calorimetric response of
the Far detector has been accomplished using the track window technique. The
total error associated with this measurement is only 0.9%.

The first line of Table 7 shows a disagreement between MC and FD data in
the per-plane energy resolution after all calibrations. This difference in resolu-
tion (0.206 data, 0.196 MC) is due to errors in the intra-detector calibration.
Assuming this error is in quadrature with the intrinsic per-plane resolution, the
magnitude of this resolution degradation is approximately 6% per plane.

See [3] for details of the error estimation.

10.4 Calibration Detector

10.4.1 Summary of Calibration Detector Errors and Conclusions

The statistical errors at the Calibration detector are better than 0.3%. A sum-
mary of the systematic errors on the Calibration detector MEU value is given
in Table 10. Adding the statistical and systematic errors in quadrature gives
a total error of 1.4%. Thus, it can be seen that the error on the strip-to-strip
calibration dominates the total error.

26
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•The energy resolution of the data will be worse 
than the MC
•The MC has perfect calibration
•The data has imperfect calibration

•This is probably a small effect for hadronic 
showers, which have a poor resolution anyway.

Energy Resolution

Final Results I: 
Energy Resolution

4 Absolute Calibration

Absolute calibration cannot be measured directly in the Near or Far detectors
without reliance on Monte-Carlo simulation of the stopping muons. Although
this technique works in principle, it is ultimately unsatisfying. Therefore, we use
CalDet to affirm this hypothesis by calibrating CalDet with stopping muons,
then measuring the detector shower response. The shower response from a beam
of known energy is then calibrated by the MEU calibration to compare the result
to the Monte Carlo.

The systematic errors in this calibration can be broken down as the error
on the ’known’ beam energy, the precision with which the MC can be tuned to
match the energy scale of the data, and the error on the MEU calibration that
is used to set the energy scale between CalDet and the Near detector.

5 Executive Summary

5.1 Resolution

The energy resolution of the Near and Far detectors will be worse in Data than
in MC. This effect should be small compared to the intrinsic shower energy
resolution, but is measurable for muon tracks. The known effects are shown in
Table 1.

Source Detector Resolution Degradation

Drift Far 2% overall
Near 2% overall

Intra-detector resolution Far 6% per plane
Near 9% per plane

Table 1: Energy Resolution Degradation Effects. The drift results in energy reso-
lution degradation, as the average number of ADCs per GeV will change over time.
The intra-detector calibration (strip-to-strip and attenuation) can have incorrect or
incomplete calibration constants, which degrades the energy resolution by an amount
estimated by looking at stopping muon pulse-height variance.

5.2 Relative Calibration

Table 2 shows the state of calibrations applied to the “Carrot” data/MC round
of processing. “Energy Scale Sys. Err.” indicates the estimated systematic
error on the energy scale, relative to the Monte-Carlo.

Because ND and FD data is compared to the MC, it is suggested that all of
these errors be added in quadrature. Thus, the systematic error on the shower
energy scale when comparing Far detector data to MC is 2.3%. The systematic
error on the Near detector shower energy scale, is 2.6%. This gives a total
ND-to-FD relative energy scale uncertainty of 3.5%.

4



Nathaniel Tagg
Tufts UniversityRelative Calibration

Note that these uncertainties are all subject to improvement in future iter-
ations of the calibration.

Energy Scale
Calibration Detector Data MC Sys. Err.

Drift Far Not calibrated Perfect 2%
Near Not calibrated Perfect 2%

Linearity Far Not calibrated Not calibrated 0.75%
Near Not calibrated Not calibrated 0.75%

Strip-to-Strip Far 3 month data set Perfect (in Stop Mu)
Near 3 day data set Perfect (in Stop Mu)

Attenuation Far Mapper fits Perfect (in Stop Mu)
Near Mapper fits (fixed) Perfect (in Stop Mu)

Stop-µ Far Jul/Aug 2005 Perfect (tuned) 0.9%
Near Jul/Aug 2005 Perfect (tuned) 1.5%

Table 2: Relative Energy Scale Systematic Errors.

5.3 Absolute Calibration

The absolute energy scale is arrived at by calibrating CalDet with stopping
muons, and then measuring the response of hadronic showers. With the MC
perfectly tuned, the reconstructed shower energies in MC and data should agree.
They do not, and several arbitrary tunings do not remove all disagreements
between MC and Data. The uncertainties incurred by these effects are given in
Table 3.

Source Energy Scale Uncertainty
Tuning hadron (pion) MC to CalDet data 2.5 to 5% (energy dependent)
CalDet beam energy uncertainty 2%
CalDet stopping-muon calibration uncertainty 1.4%
Tuning stopping-muon MC to CalDet, ND, and FD data 1.2%

Table 3: Absolute Energy Scale Systematic Errors.

This gives a (slightly pessimistic) total absolute energy uncertainty of 5.7%.

6 CalDet Experience

During 2003, the MINOS Calibration Detector (CalDet) was equipped with the
readout systems of both the ND and FD. The goal was to simultaneously expose
both readout systems to the events so that their responses could be compared

5

Final Results II: 
Relative Calibration

Energy scale uncertainty
 ND to MC: ±2.6%
 FD to MC: ±2.3%

 ND to FD:  ±3.5%
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Final Results III: 
Absolute Calibration

Note that these uncertainties are all subject to improvement in future iter-
ations of the calibration.

Energy Scale
Calibration Detector Data MC Sys. Err.

Drift Far Not calibrated Perfect 2%
Near Not calibrated Perfect 2%

Linearity Far Not calibrated Not calibrated 0.75%
Near Not calibrated Not calibrated 0.75%

Strip-to-Strip Far 3 month data set Perfect (in Stop Mu)
Near 3 day data set Perfect (in Stop Mu)

Attenuation Far Mapper fits Perfect (in Stop Mu)
Near Mapper fits (fixed) Perfect (in Stop Mu)

Stop-µ Far Jul/Aug 2005 Perfect (tuned) 0.9%
Near Jul/Aug 2005 Perfect (tuned) 1.5%

Table 2: Relative Energy Scale Systematic Errors.

5.3 Absolute Calibration

The absolute energy scale is arrived at by calibrating CalDet with stopping
muons, and then measuring the response of hadronic showers. With the MC
perfectly tuned, the reconstructed shower energies in MC and data should agree.
They do not, and several arbitrary tunings do not remove all disagreements
between MC and Data. The uncertainties incurred by these effects are given in
Table 3.

Source Energy Scale Uncertainty
Tuning hadron (pion) MC to CalDet data 2.5 to 5% (energy dependent)
CalDet beam energy uncertainty 2%
CalDet stopping-muon calibration uncertainty 1.4%
Tuning stopping-muon MC to CalDet, ND, and FD data 1.2%

Table 3: Absolute Energy Scale Systematic Errors.

This gives a (slightly pessimistic) total absolute energy uncertainty of 5.7%.

6 CalDet Experience

During 2003, the MINOS Calibration Detector (CalDet) was equipped with the
readout systems of both the ND and FD. The goal was to simultaneously expose
both readout systems to the events so that their responses could be compared

5

Absolute Energy Scale Uncertainty
  of MC:   ±5.7%
  of ND:   ±6.3%
  of FD:   ±6.1%
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• Relative error is dominated by lack of drift.. this is a focus for 
future work.

• The large error on the absolute calibration is dominated by the 
CalDet analysis. Improvements must come from the CalDet 
group.

• The ND plots do not match the MC as well as I would hope, but 
the FD is in good shape. Cause for concern?

• Andy’s shower energy method uses ‘number of hits’. This measure 
is NOT properly calibrated, Great care must be taken to compare 
this quantity in MC and Data to make sure it matches. 

→ We have NOT analyzed systematic errors for Andy’s 
method, or any other shower energy estimator other than 
total pulse height.  This may be a concern.
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